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This paper describes the integration of a full-body interactive 
system for its use in live coding performances. The system has an 
interactive mat of grid layout, which is divided in 17 areas. The 
body gestures made by the user are mapped to modify the execu-
tion of the algorithms that generate the sounds and the visuals in 
real time. Thus, the audience can participate in the improvisation 
through full-body interactions and without having programming 
knowledge. It was noted that users recognize the interactive mat 
as a space of interaction with the system and also that users move 
intuitively on the mat. In addition, we found that the users recog-
nize the feedback of their body gestures, by observing the 
change in the outcomes of the visuals and sounds, during a live 
coding performance.

One of the main challenges in this project was to develop a 
system that would allow a user from the audience to intervene 
the sound directly. To achieve this challenge, several SynthDef 
were developed in SuperCollider, which receives the informa-
tion of the corporal gestures sent by the Dosis system (Nemo-
cón 2018). These SynthDef modify the sound variables: pitch, 
frequency, amplitude and harmonics.

In a performance as the used for this project, the live coder as-
sociated with sound generation is not only focused on the exe-
cution and reproduction of the SynthDef from TidalCycles. He 
or she must also balance the level of control over the algori-
thms associated with the actions of the external user. The audio 
control is not only based on the live coder, the outcome of the 
sound is the integration of the live coder and the user from the 
audience.

To develop a friendly interaction between the user and the 
sound variables, we adopted a system similar to Theremin. The 
system of this project uses both hands as described below:

HAND VARIABLE 
Right X-axis Frequency 
Right Y-axis Amplitude 
Left Y-axis Dynamic e�ect 

The visuals of this project have been developed on the fra-
mework for live coding Hydra, using Atom as text editor. These 
tools allow to implement and execute p5.js code on live. P5.js is a 
JavaScript library of Creative Coding for visual arts (McCarthy 
2017). For this project, we implemented the code in accord-ance 
with the paradigm of Object-Oriented Programming (OOP) 
(Greenberg 2007; Antani and Stefanov 2017). The use of this pro-
gramming paradigm in p5.js allows us to represent each geome-
tric �gure through objects using OOP classes, which implement 
the methods to handle behaviors such as resizing, color, direc-
tion, speed or rotation (Olaya 2018). These methods allow us to 
map the body gestures of the user with the behaviors of the geo-
metric �gures. Figure 2 shows some of the visuals used in this 
project implemented in Hydra using the principles of OOP for Ja-
vaScript:
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Figura 2. Object-Oriented visuals developed on Hydra using p5.js

Table 1.  Mapping between hands and sound variables


